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Online Supplementary Design and Methods

Selection of single nucleotide polymorphisms
Illumina assigns designability ranks and single nucleotide

polymorphism (SNP) scores. They are items strictly linked since
they both give the same information about the ability to design
a successful assay. Illumina SNP scores range from 0 to 1.1 and
designability rank is represented by scores 0, 0.5 or 1. A
SNP_Score < 0.4, corresponding to a designability rank of 0,
gives a low success rate with consequent high risk of perform-
ing an oligo pull assay (OPA). A SNP_Score from 0.4 to 0.6 cor-
responds to a designability rank of 0.5 and gives a moderate
success rate with a consequent moderate risk of performing an
OPA. A SNP_Score from 0.6 to 1.1, equivalent to a designabili-
ty rank of 1, gives a high success rate with a consequent low
risk of performing an OPA. All the SNPs we analyzed had
Illumina SNP scores ≥1, a designability rank ≥1, no failure code,
validation class=3 and GoldenGate® validation. Validation class
data and validation bin are additional items to consider; they
are numeric and textual representations of genotyping reaction
feasibility. GoldenGate® validation bin SNPs have a validation
class of 3 and SNP_scores of 1.1. Two-hit validated SNPs have
a validation class of 2 (meaning that both alleles of the SNP
have been read by two different methods and in two independ-
ent populations) and SNP_scores from 0 to 1. Not validated
SNPs have a validation class of 1 and a SNP_Score of 0. We ana-
lyzed 133 GoldenGate® and 78 two-hit validated class SNPs,
with 3 and 2 validation bin, respectively. SNP scores were 1.1
for GoldenGate® ones and between 0.668 and 0.997 for two-hit
validated SNPs (mean 0.886).

A set of non-redundant tag SNPs was identified for each
region, so that all the SNPs with a minor-allele frequency ≥0.05
in the database had a pairwise r2≥0.80 (www.hapmap.org -
hapmap.ncbi.nlm.nih.gov/cgi-perl/gbrowse/hapmap3r2_B36/
#search). Tagging was performed using the algorithm imple-
mented in Tagger. The linkage disequilibrium blocks were
determined using data from HapMap data release #28, on
National Center for Biotechnology (NCBI) B36 assembly,
dbSNP b126.

Among all the TagSNPs selected from Haploview we retained
only those belonging to coding, intronic, 5′ and 3′ untranslated
regions with similar proportions in order to cover the full gene. 

Genotyping of single nucleotide polymorphisms
For laboratory quality assurance, we qualified SNPs that had

Illumina GenCall_10 scores ≥0.4 and call rates ≥88%. So, we
excluded SNPs with GenCall_10 scores below 0.40 and/or call
rates below 88%. VeraCode Raw data generated from the
genotyping were analyzed by the GenomeStudio software to
define, for each SNP, the called genotypes into the three differ-
ent cluster areas. Data were then processed in order to infer all
SNP genotypes via a genotyping cluster. All genotypes were
manually checked and re-scored if any errors in calling
homozygous or heterozygous clusters were evident. Samples
falling out of these cluster areas corresponding to the different
genotypes were failed. Four duplicate samples were genotyped
for all assays for quality control with 100% reproducibility. All
SNPs showed high-genotyping quality: the genotyping call rate
for the studied SNPs was in the range of 99-100%.

Statistical methods
(i)Principal component analysis

Principal component analysis (PCA) is one of the most used
and valuable applications of linear algebra, being a simple, non-
parametric method of dimensionality reduction, i.e. of extract-
ing relevant information from a complex set of data.

The procedure allows to extract, from a number p of correlat-
ed variables, as many as p new factors derived as linear combina-
tions of the original variables. The biggest advantage is that one
or few of the PCA factors accounts for a great proportion of the
total variance (hence information) of the p variables. Let us con-
sider only two variables with approximately the same variance
and reasonably high correlation. Then let us plot them in a scat-
ter-plot. The PCA would draw two new orthogonal axes, one
passing along the direction with higher variance in the cloud of
points and the second being perpendicular to the first one. These
axes are the new coordinates for the derived PCA factors, and
can be simply computed as a linear combination of the original



variables. In the ideal setting of two variables with very high cor-
relation, the new first component (axis) would account for the
large majority of information (variability) contained in the data,
and could be used as a surrogate of the two variables combined.
The same idea can be applied to any number p of variables.

The coefficients used to compute the different linear combi-
nations are traditionally called loadings. The proportion of vari-
ance explained or accounted for by the p new axis is an indica-
tion of the information loss by the dimensionality reduction.

(ii) Classification
A classifier is defined as a model describing the specific clas-

sification algorithm, such as support vector machine (SVM), K-
nearest neighbors (KNN), etc. Every classifier was built itera-

tively on all samples but a single one (the so-called “out of the
bag” sample). Specifically, for every classification algorithm we
fitted 138 different models (where 138 is the overall number of
patients used), each one built on 137 samples excluding each
sample in turn. In every single iteration we used the model fit-
ted on 137 samples to predict the status (case/control, i.e.
high/low tertile of serum ferritin, iron removed and transferrin
saturation combined values) of the excluded (out of the bag) sam-
ple based on the covariates in the model (sex, age, alcohol and
a given number of SNP). In iteration one we would then
exclude sample one and build the classifier on the remaining
137 samples; such a classifier is then used to predict the status
for sample one. The same holds true for sample two and so on.

Online Supplementary Table S1. Two hundred and fourteen single nucleotide polymorphisms analyzed in 50
genes.
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