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SUPPLEMENTARY APPENDIX

Single nucleotide polymorphism array analysis

[llumina Human NS-12 Genotyping Beadchip arrays
([lumina Inc., San Diego, CA, USA) and Affymetrix 250K
arrays (Affymetrix Inc., Santa Clara, CA, USA) were used for
analysis. For SNP array hybridization, 50 ng of purified granu-
locyte DNA were used according to the manufacturer’s specifi-
cations. Illumina array data from 33 patients were analyzed
using a modified ‘random forests” analysis with two independ-
ent control populations - healthy age-matched controls (n=56)
and disease controls with aplastic anemia (n=48) - as described
below. Affymetrix array data from 52 patients were analyzed
using an automated analysis with registry controls from the
Framingham Heart Database (n=238, NHLBI, Bethesda, MD,
USA), as well as Affymetrix-generated control genotypes. For
both SNP array platforms, data were excluded from samples
with call rates less than 89% and individual SNP were exclud-
ed with levels less than 95% across all samples.

Random forests for single nucleotide polymorphism array
analysis

Averaging over trees, in combination with the randomization
used in growing the base tree learner, enables random forests to
approximate large classes of decision functions. In order to pre-
serve a low generalization error, and mitigate high false positive
rates, regularization was imposed on the number of candidate
SNP used to split a node within a tree. This analysis yields no
P-values as this is a hypothesis-generating procedure. The out-
come used for the analysis was disease status (LGL leukemia or
disease-free) and x-variables in the regression comprised SNP
data. A two-class random forests’ analysis using SNP data to
predict disease status was implemented as follows. A random-
ly selected 80% subset of the data was chosen. Using these
data, 1000 classification trees were grown as outlined previous-
ly.1 Specifically, each tree was grown from a randomly selected
bootstrap sample of the data. The tree was grown to full size
using the Gini index for splitting nodes. Each node of a tree was
split using a randomly selected number of SNP. We used 117
SNP, which roughly equaled the square-root of the total num-
ber of SNP in the full data set (13,705). Once the 1000 trees had
been grown, majority voting was used to predict disease status.

Namely, the predicted class label (diseased or not diseased) in a
terminal node of a tree yielded the predicted disease status for
an individual for that tree. The predicted value for disease sta-
tus was that label having a majority vote across all 1000 trees.
The entire random forests’ procedure was repeated 1000 times
independently and results averaged over the runs.
Computations were implemented using the R-package
randomForest.2,3 Random forests and Classification and
Regression Trees (CART) have previously been validated as sta-
tistical algorithms but have not been applied in the context of
SNP array analysis.4,5

We ranked SNP on the basis of their variable importance
(VIMP). VIMP measures how predictive a variable is after
adjusting for all other variables in the model and indicates how
effective the variable is for predicting outcome on new
data.1,2,4,6 The top 15 SNP in each of the independent control
populations were identified and their gene of origin was exam-
ined for potential biological relevance.

A second, independent statistical strategy was applied to
[lumina and Affymetrix data using Exemplar statistical soft-
ware (Sapio Science, Baltimore, MD, USA). For this analysis,
SNP which violated the Hardy-Weinberg equilibrium were
excluded (P<0.01) as were SNP which deviated from popula-
tion stratification. From this analysis, a lambda-curve was gen-
erated and the lambda correction factor was applied to all
remaining SNP for further analysis. Remaining SNP were sub-
jected to X2 analysis algorithms and ranked according to the
Exemplar-generated score.

Allele-specific polymerase chain reaction amplification

To ensure the validity of the genotype calls and to exclude
any identified SNP that was due to processing or technical
error, calls generated using the Illumina SNP array were con-
firmed using traditional PCR genotyping. Top-ranking SNP
identified though analysis of SNP-A technology were con-
firmed using allele-specific PCR amplification. Primers were
designed using the Tetra-Primer web-based primer design.”7
Allele-specific PCR primers for SNP rs1063635 included a for-
ward outer primer (FOP), 5-TCCAATTCTGCTAGAGTC-
CCAGCCTG-8’, a reverse outer primer (ROP), 5-AAG-
CACCAGCACTTTCCCTGAAAAAAAG-3, a forward inner
primer (FIP), 5-CTGTTCCTCTCCCCTCCTTAGAGGTGG-



3’, and a reverse inner primer (RIP), 5-TAGCAGGTGAAC-
CTCTGCTCCTCTCATT-3".  The internal control product
from the two outer primers resulted in a 460 bp product, the G-
allele from the FIP and ROP resulted in a 215 bp product, and
the A-allele from RIP and FOP resulted in a 300 bp product.

analysis.

Homozygosity was determined by identification of only one
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